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ABSTRACT
Voice assistants (VAs) are becoming ubiquitous within daily life, re-
siding in homes, personal smart-devices, vehicles, and many other
technologies. Designed for seamless natural language interaction,
VAs empower users to ask questions and execute tasks without re-
lying on graphical or tactile interfaces. A promising avenue for VAs
is to allow people to ask personal health data questions. However,
this functionality is currently not widely available and answer pref-
erences to such questions have not been studied. We implemented
a pseudo-VA that handles personal health data questions, answer-
ing in three unique styles: minimal, keyword, and full sentence.
In two online user studies, 82 unique participants interacted with
our VA, asking varying personal health data questions and ranking
answer structures given. Our results show a strong preference for
full sentence responses throughout. We find that even though full
sentence answers have the longest mean response time, they are
still found to provide high quality and optimal behaviour, while also
being comprehensible and efficient. Furthermore, participants re-
ported that for personal health question and answering, VAs should
provide technical and efficient interactions rather than being social.
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• Human-centered computing→ Auditory feedback; Natural
language interfaces; Sound-based input / output.
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1 INTRODUCTION
The rapid integration of voice assistants (VAs) within an array of
devices is transforming the way we interact with technology. VAs
now offer seamless interaction across standalone smart-speakers,
smartphones, and wearables. The current capabilities of VAs allow
for the handling of general commands (e.g., controlling entertain-
ment devices) and answering of basic questions (e.g., the current
weather). Now, pushing the boundaries of what a VA is capable of,
we pose a scenario: A person hiking may look to their smartwatch
for their current pace. Unsure how their pace compares to past
hikes, they ask the smartwatch VA "How does today’s pace com-
pare to my hikes in the last month?" This is a question that could
offer a voiced response. Currently, however, this level of question
and answering through VA interaction is not possible, yet is very
plausible.

As on-board mobile and standalone device computation ad-
vances, along with the collection of broader personal data, VAs
will evolve beyond their current role in managing routine tasks and
questions. People may soon find themselves interacting with VAs to
obtain complex information, seek personalized recommendations,
or as we explore in this work, and in the brief scenario above, to
query their personal health data. VAs have the potential to support
quick and easy querying of collected personal health data to offer
richer and more personalized insight. Achieving this quick and
easy exploration which provides greater insight, however, requires
specific research focus [39].

Looking at past work, research has explored the use of VAs for
addressing general health knowledge questions [1, 29] and for their
use in healthcare [14]. Furthermore, research has explored VA an-
swer structures, however only for common tasks and questions
[20]. Ultimately, we do not have an understanding of how VA an-
swers are perceived specifically for personal health data questions;
uncertainty about how to provide answers is one such element that
limits the potential of VAs to adequately respond to users’ growing
information needs. This missing knowledge can even factor into
user satisfaction and adoption of these systems all together [42, 43].

To address this gap we implemented a browser-based pseudo-VA,
similar to prior work [20], which allowed for study participants to
ask and receive answers to personal health data questions. Across
two online studies, 82 participants interacted with the VA, asking
questions and receiving answers to a combined total of 30 unique
question-answer pairs. Within our studies, we explored three an-
swer structures (i.e., Minimal, Keyword, and Full Sentence), each
paired with questions from four personal health question response
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types (i.e., Open, Range, Binary, Value) and six known personal
health insight categories (i.e., Contextual, Preemptive and Proactive,
Goal and Performance, Combination and Comparison, Historical
and Trend, and Current Status). We found that in comparison to
general VA question and answers, participants greatly preferred
the Full Sentence answer structure for most all response types and
insight categories. Moreover, Full Sentence answers allowed for
clarity in the answer when data was ambiguous, yet remained effi-
cient despite the longer mean response time compared with other
answer structures.

Our contributions are two-fold: C1: Two studies, utilizing a
custom-built browser-based pseudo-VA, allowing participants to
explore personal health questions and answers across a total of 30
unique personal health question-answer pairs. C2: Empirical in-
sights into perceived answer quality, behaviour, comprehensibility,
efficiency, and preference for personal health data questions. From
these findings, we discuss current implications and directions for
future works.

2 RELATED WORK
2.1 Interaction with Voice Assistants
Voice assistants (VAs) are quickly being adopted for use, now with
over half of Americans using a VA in their homes [32]. To provide
reason for such adoption, current research on natural language
interaction (e.g., speech) has highlighted its utility in facilitating
micro and hands-free interaction [3], especially when the visual
system is overloaded (e.g., while tracking a walk) [7] and within
various simultaneous activities [34].

As we interact with a VA using natural language, research under-
standably explores the idea of personification and human-likeness
in VA answers and dialogue [25], as well as social interactions [35].
However, in stark contrast to this, others have highlighted a need
for technical systems [15], rather than human. Notably, increased
human-likeness tends to increase trust and privacy concerns [8, 27],
concerns that are at the forefront for personal health data [44, 47].
The contrast in human-like versus technical can greatly influence
the experience of the VA interaction. As such, it is important to
continue to uncover preferences and user experiences as new VA
interactions, such as for personal health data queries, become pos-
sible.

2.2 Voice Assistants in Health Contexts
Conversational user interfaces (CUIs) encompass a variety of in-
teractive systems designed to facilitate natural language and con-
versational interactions. CUIs are an emerging means for people to
gain general health-related information [1, 6, 29, 46], to self-report
health and fitness data [28, 36], and to fill out health-related forms
when health literacy is low [22]. CUIs in health contexts can take
various forms, such as text-based chatbots, virtual assistants, and
voice-activated platforms [14, 23]. Each of these forms offer unique
capabilities for supporting health-related interactions and at times
offer solutions to potential hurdles such as mispronunciation and
recognition of medical terms and credibility [5, 33].

VAs, as a subset of CUIs, are becoming increasingly adopted as
they are an embedded technology in many of our smart devices.
VAs in health contexts currently allow users to query general health

topics and symptoms [6], often providing links to online sources.
As personal health data monitoring and exploration becomes more
commonplace [11], the intersection of VA interaction and personal
health data querying will quickly become a reality. Despite this
potential, current VA systems do not fully leverage their capabilities
for question-answering tasks. Furthermore, we largely do not know
how a VA should answer personal health data queries, or how a VA
is viewed for such tasks.

2.3 Voice Assistant Answer Structures
Investigations into VA communication styles have often focused
from user to device. However, the feedback and response styles of
the VAs not only play into a major design principle [30], but also a
critical role in users’ perceptions and adoption of these devices [42].
Yet, the effect of machine-to-human expression has been under
investigated. For example, while factors like interruption [17] and
conversational repair [12] have been explored, to our knowledge,
only one work has explored answered structures for general VA
use [20].

By exploring marketed VA answer practices as well as conduct-
ing a user study to compare various answer structures, Haas et al.
[20] provide a comprehensive analysis of the experiences and user
preferences regarding different VA answers. They first found that
commercial VAs opt to convey more humanistic and full sentence
answers for many common questions and commands. Only for
home automation, where the outcome of the VA interaction is also
noticeable within ones environment, were shorter keyword answers
used. Then, in their own user study, Haas et al. found that minimal
answers (those that provide the answer and no other supplemental
or contextual information) were preferred for most command-based
interactions while keyword answers (those that provide the answer
and a brief confirmation of the keyword in the request) were pre-
ferred for most query-based interactions. This highlights a more
utilitarian use of a VA than is currently recognized, where brief
and basic answers suffice. Yet, many of the general use questions
and commands explored are not personal. More specifically, there
is a need for research to explore and understand people’s expecta-
tions regarding answer structures when querying personal health
data through VAs. One limiting factor hindering the ability of VAs
to meet users’ increasing information demands is the uncertainty
surrounding how to effectively structure various answer types for
personal health data queries, which this paper explores.

3 USER STUDIES METHODOLOGY
We conducted two online user studies. Within our studies, we used
the same apparatus, procedure and data collection described below
for both, and derived from previous work [20]. We follow the same
procedure as previous work so that we can make direct compar-
isons and reflections between our findings, focused on personal
health data question and answers, and previously published find-
ings, which focuses on currently afforded question and answers as
well as task-based commands.
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3.1 Apparatus
We built a browser-based pseudo-VA using Javascript and the Web-
Speech API1. The WebSpeech API enables two important elements:
(1) Speech recognition (i.e., recognizing a personal health data
question) and (2) Speech synthesis, where speech (i.e., the an-
swer to the question) can be vocalized, for which we used the
"Google US English Female" voice. We chose the female voice for
its similarity to the default voices current VAs use. The pseudo-VA
used within the user studies can be demoed in Google Chrome at
https://vaphdqa.github.io/vaphdqa/.

We utilize the term pseudo to describe our VA, as the functionality
of our VA was limited to only handle questions desired within our
user studies. As such, the VA was not fully functional as we would
expect a commercial VA to be (e.g., Google Assistant, Siri, Amazon
Alexa, etc.). While this limits capability, it provides experimental
control. During interaction with our pseudo-VA, the participant’s
question would be recognized and then processed by checking for
keywords (and varying synonyms) specific to each question. Only
when our pseudo-VA recognized all required keywords, was the
appropriate answer vocalized. If recognition could not be made
(e.g., required keywords were missing) a response would encourage
the participant to follow the prompt given and to try again.

When interacting with our pseudo-VA, a button on-screen was
used to trigger the start of recognition, rather than utilizing key-
word detection as many commercial VAs do. This design choice
was done for privacy reasons. As such, participants had control of
when recognition would begin, with recognition ending once the
WebSpeech API recognized a natural stop in the question spoken.
Furthermore, the text in the button would change to inform the
participant when the VA was listening.

3.2 Procedure
Each study comprised three distinct stages: an introduction, the
main trials, and demographic surveys. The procedure, VA recog-
nition, and data collection were refined across two separate pilot
phases for each study. In the first pilot phase, a single participant
took part in the study while sharing their screen on Zoom and
providing think-aloud feedback throughout. The second pilot phase
involved three participants, none of whom took part in the first
phase, who mirrored the procedures that our main study partici-
pants would follow. This process allowed us to refine the method-
ology and address any potential issues.

Within each of the studies, we include two attention check ques-
tions. One question was built into the pseudo-VA, mimicking a
typical study trial. Specifically, all participants had to ask about
their calorie intake for the day, to which the pseudo-VA responded
with instructions that needed to be followed on the next screen.
The second attention check question was simply slotted within a
demographic survey, asking participants to choose a specific re-
sponse.

Throughout the studies, the pseudo-VA was embedded into a
larger Qualtrics survey and opened in Google Chrome. Once open,
participants proceeded through the survey, as described below. The
study procedure was approved by our institution’s ethics review

1https://wicg.github.io/speech-api/

board. All participants provided informed consent prior to starting
a study.

3.2.1 Study Introduction. Before starting the main trials, partici-
pants were guided through a study introduction process, designed
to optimize interaction and comfort with the browser-based pseudo-
VA and the study in general. The study introduction comprised of
the following elements: (1) Voice input and output verification.
Participants could test their input and output by continually inter-
acting with the pseudo-VA, using preset and generic questions. (2)
Study task. We provided a brief overview of the study’s context
and tasks. (3) Practice trials. Participants experienced three trials,
during which they were prompted to check their calendar for the
following day. Note, as with the main trials, we did not have access
to a participant’s personal data; throughout, generic data was used
when providing responses. (4) Personal health data preference. To
further enhance interest and focus within our study, we asked par-
ticipants to choose between heart rate and step count data as their
preferred question and answer topic for the remainder of the study.
These topics for personal health data exploration were chosen for
their popularity [2, 37], and can be seen as topics that are of interest
throughout many daily contexts [38].

3.2.2 Main Trials. Themain trials in our studywere structured into
blocks, with each block focusing on questions requiring a specific
response type (i.e., Open, Range, Binary, and Value) or pertaining
to a specific category of personal health data (i.e., Contextual, Pre-
emptive and Proactive, Goal and Performance, Combination and
Comparison, Historical and Trend, and Current Status) in each of
Study 1 (see Table 1) and Study 2 (see Table 2) respectively.

To ensure balance and minimize potential order effect, both
the question blocks and answer structures within a single ques-
tion block were ordered using a Latin Square design. Participants
were randomly assigned to a question block ordering and for each
question block randomly assigned an answer structure ordering.
Throughout, we ensured as best we could that an equal number of
each order for both the questions and answers was shown across all
participants in the study. This study design allowed for a systematic
exploration of how different answer structures performed across
various dimensions of personal health data queries.

Trials were grouped in threes, corresponding to each question
block. Participants asked the same question for each trial in a ques-
tion block while receiving each of the three differently structured
answers. We used a repeated measures design, in which each par-
ticipant had to ask each of the four or six different questions for
each of the three answer structures. This results in a total of 12
or 18 question/answer interactions (trials) for each participant, for
Study 1 and Study 2 respectively.

During each trial, participants were prompted to ask a personal
health data question using their own words. After providing the
question, participants heard an answer given by the VA. Following
a successful interaction with the VA for each trial, participants were
automatically directed to complete the User Experience Question-
naire Plus (UEQ+) [21, 41]. The UEQ+ survey provides insights into
participants’ subjective experiences and satisfaction levels with the
voice assistant answer structures.

Following the work which created the UEQ+ survey for voice
assistants [21], and previous work [20], we paired two semantic

https://vaphdqa.github.io/vaphdqa/
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scales to compose a single experience quality factor. We chose two
semantic differentials with the highest found loading from three
scales: 1) Behaviour, consisting of the scales artificial - natural and
unlikable - likeable, 2) Comprehensibility consisting of the scales
complicated - simple and unambiguous - ambiguous, and 3) Efficiency
consisting slow - fast and inefficient - efficient. Finally, we incorpo-
rated a fourth scale: 4) Quality, which consisted of the scales with
the third and fourth highest loading, yet still recommended by the
creators [21]. The Quality scale consisted of the scales unintelligent
- intelligent and inappropriate - suitable. We opted for these scales
as the scales with the highest loading for Quality were not helpful
- helpful and useless - useful. Through preliminary discussion, we
felt these scales required the use of actual personal health data for
a participant to fully evaluate these semantics.

After completing a question block, participants were asked to
rank-order their preference for the three answer structures heard
during that block. This ranking task aimed to elicit participants’
subjective preferences with a forced response akin to selecting a
single option if given the choice on their own device.

It is important to again note that all answers provided during
the trials were generic, and no personal health data from partici-
pants was used in generating VA answers. This approach ensured
consistency and privacy in the study design while still allowing for
a thorough exploration of participants’ preferences with respect to
VA answer structures for personal health data queries.

3.2.3 Surveys and Open Feedback. Our study incorporated surveys
and open feedback to gather insights into participants’ demograph-
ics, personality traits, and preferences regarding voice assistant
usage. We gathered information about age, gender, background, VA
usage, and personal health data collection practices. Additionally,
participants completed the Ten-Item Personality Inventory (TIPI)
[19] to assess personality traits and the Attitudes For Technology
Interaction (ATI) [18] scale to assess their attitudes and comfort
with technology. We also explored attitudes towards voice assis-
tants for both general and personal health data use, separating these
surveys to mitigate carry-over responses. Finally, participants were
given the opportunity to provide open feedback to express their
thoughts, suggestions, and/or concerns.

3.3 Question Answer Structures
The questions prompted for participants to ask within each study
were derived from a public dataset of personal health data queries
captured in-the-wild from experienced smartwatch users [38]. The
questions within our studies were carefully selected to represent
the elicitation of different response types in Study 1 and various
desired categories of personal health insights in Study 2. Within
each study section below, we further highlight the questions used
and how they were derived.

For both studies, the questionswere answered using three answer
structures: Minimal, Keyword, and Full Sentence. These answer
structures have been utilized in previous work [20], and mimic
the Full and Brief options offered by Google’s Assistant. Minimal
answers solely contain the information required to answer the ques-
tion. Keyword answers provide the answer and confirmation of
the question asked. Full sentence answers provide full sentence re-
sponses emulating human-like sentence structure. Notably,Minimal

and Full Sentence answer structures follow humanistic response
behaviours, while Keyword does not. As we allowed for both step
count and heart rate as question topics to promote interest and
engagement within the study, we aimed to ensure as much con-
sistency as possible between the questions and answers for either
data source. This included ensuring as much commonality between
answers as possible while also ensuring answers were of similar
lengths; see Table 1 and Table 2 for all questions and answers used
(for both step count and heart rate topics). No matter the question
topic chosen by participants, each participant saw the same number
of question and answer trials during their respective study (i.e., 12
in Study 1 and 18 in Study 2).

3.4 Participant Recruitment
Recruitment of participants was done through Prolific . Prior to
participation, potential participants completed an eligibility survey
to ensure they met our inclusion criteria: participants were required
to (1) Have their first language be English. Therefore, answer struc-
tures could be properly evaluated by native speakers; (2) Have used
a VA before. As such, participants held experiences either good or
bad with the use of VAs and their answers; (3) Currently collect
and/or explore personal health data. By having experience with
personal health data, participants could have defined expectations
and preferences.

When partaking in the main study, we asked participants to
place themselves in a room with as little distraction as possible. We
further required the use of a desktop/laptop computer with Google
Chrome installed and for participants to have working microphone
and speaker/headphones. Nomatter their responses, all participants
who took part were paid 0.25 GBP for completing the eligibility
and 6.5 GBP for completing the study.

2

3.5 Data and Analysis
The data from each study is analyzed across four key areas: (1) UEQ+
scores for each question-answer pair, (2) rank order preferences, (3)
attitudes towards VAs, and (4) open feedback.

Important differences are highlighted for each study below with
means and the confidence interval boundaries listed in text and
graphically presented within figures. Throughout, we opt to calcu-
late confidence intervals, using bootstrapping with a population
estimate, rather than relying on p-values. Graphically presenting
confidence intervals allows us to systematically assess any effects at
play while also gauging practical significance [13, 16]. Reporting on
confidence intervals rather than p-values has become increasingly
popular in HCI literature [4]. Confidence intervals offer greater
understanding for a broader audience and do not suffer from the
illusion of truth sometimes provided by a p-value [16]. Before cal-
culating the means and confidence intervals all outliers for each
pairwise analysis were removed as any data point outside three
standard deviations.

As the creators of the UEQ+ scale do not test for inter-item relia-
bility, we calculated the Cronbach’s 𝛼 for each pairwise comparison
using .70 as a cutoff [31]. When the 𝛼 did not reach the cutoff for
any UEQ+ scale, we report on the combined UEQ+ scale, while
further exploring its semantic differentials separately.
2https://www.prolific.com/

https://www.prolific.com/
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Table 1: Questions and answers used in Study 1. The forward slash denotes the separation between the choice of heart rate or
step count topics,

Response
Type

one of which was chosen b

Expected Question

y the participan

Minimal

Indoor running,

t for use throughout t

Keyword

Workouts reaching zone five,

he study.

Full Sentence

In the past, indoor running, outdoor cycling, and
In what workouts does my heart rate outdoor cycling, and indoor running, outdoor cycling, rowing workouts have brought your heart rate

Open reach zone five? / In what workouts does rowing / Indoor and rowing / Workouts reaching into zone five / In the past, you have reached
my step count reach 2,000 steps? running, outdoor 2,000 steps, indoor running, 2,000 steps during indoor running, outdoor

Range

Binary

Value

What is my average heart rate on
weekdays compared to weekends? /
What is my average step count on
weekdays compared to weekends?

Is my heart rate higher than normal? / Is
my step count higher than normal?

What was my average heart rate in the
last hour? / What was my step count in
the last hour?

Mean and Standard Deviation of
Response Times (seconds):

running, and hiking

85 beats per minute
compared to 76 beats
per minute / 9,820
steps compared to
10,680 steps

Yes / Yes

71 beats per minute /
1,375 steps

M=2.6, SD=1.3 /
M=3.0, SD=1.6

outdoor running, and hiking

Weekdays, 85 beats per minute.
Weekends, 76 beats per minute /
Weekdays, 9,820 steps.
Weekends, 10,680 steps

Yes, heart rate higher than
normal / Yes, step count higher
than normal

Average heart rate last hour, 71
beats per minute / Step count
last hour, 1,375 steps

M=4.2, SD=1.1 / M=4.8, SD=1.4

running, and hiking workouts

Your average heart rate during the week is 85
beats per minute. While on the weekends, your
average heart rate is 76 beats per minute / Your
average step count during the week is 9,820 steps.
While on the weekends, your average step count
is 10,680 steps

Your current heart rate is higher than your
normal heart rate / Your current step count is
higher than your normal step count

In the last hour, your average heart rate was 71
beats per minute / In the last hour, your step
count was 1,375 steps

M=5.7, SD=2.0 / M=6.7, SD=2.4

4 STUDY 1 - RESPONSE TYPES
4.1 Questions
For Study 1, the prompted questions were categorized by the type of
response the question would elicit. To determine possible responses,
we analyzed the utilized dataset [38]. Specifically, one coder created
an initial code book, then two coders (including the original coder)
utilized this code book to separately code a 10% subset of the dataset,
and then compared codes. With an initial accuracy of 100%, the
remainder of the dataset was separately coded and finally all codes
were compared until a single code was applied to every question.
From this process, four response types were found: 1) Open, a
response requiring a list of data/information of any size, 2) Range,
comparative two-value responses; 3) Binary, a yes/no response; 4)
Value, a single value response.

Table 1 shows all questions and answers used within the study.
Answers took an average of 2.8, 4.5, and 6.3 seconds to convey to
the participant for each of Minimal, Keyword, and Full Sentence
answer structures respectively.

4.2 Participants
Thirty-four participants took part, with one participant failing the
attention checks. Of the 33 participants whose data we used for anal-
ysis their ages ranged from 18 to 63 years old (M = 35.0, SD = 11.7;
24 Females, 9 Males). Furthermore, 19 participants self-identified as
White, nine as Black/African, three as Hispanic, and two as Asian.
Twenty-two (22) participants indicated they use Google’s Assistant,
17 use Apple’s Siri, 11 use Amazon’s Alexa , six use Samsung’s
Bixby, and two use Microsoft’s Cortana. As marketed VAs offer
similar responses [20], we were not concerned with bias from using
a specific VA. Fifteen (15) participants stated using a voice assis-
tant more than once per day, two once per day, eight a few times
a week, two once a week, and six less than once per week. On
average, participants had been collecting personal health data for

56.5 months (SD = 32.4 months). On average, Study 1 took 24.9
minutes to complete (SD = 11.2 minutes). Eleven (11) participants
chose heart rate while 22 participants chose step count as their data
type to explore.

4.3 Results
4.3.1 Quality, Behaviour, Comprehensibility, Efficiency. Mean par-
ticipant ratings with 95% confidence intervals for answer quality,
behavior, comprehensibility, and efficiency are shown in Figure 1.

Quality. For answer Quality (a composite of helpfulness and use-
fulness), significant differences were observed within Range, Binary,
and Value response types, but not for Open. Within the Range re-
sponse type, participants rated the Full Sentence answer structure
as having the significantly highest Quality (M = 6.36, CI [6.11, 6.61])
compared to both Keyword (M = 5.77, CI [5.48, 6.07]) and Minimal
(M = 4.94, CI [4.56, 5.32]). Furthermore, Keyword answers were
rated significantly higher than Minimal. For the Binary response
type, the Full Sentence answer structure received higher ratings
(M = 6.11, CI [5.84, 6.38]) compared to both Keyword (M = 4.95, CI
[4.56, 5.35]) and Minimal (M = 4.38, CI [3.79, 4.97]). For the Value
response type, participants rated the Keyword answer structure
significantly lower (M = 5.74, CI [5.43, 6.06]) when compared to
the Full Sentence answer structure (M = 6.33, CI [6.09, 6.57]). Only
when the response type was Open, the answer structure did not
influence the perceived Quality.

We compared the quality ratings of Keyword answer structures
across the four response types. In the Binary response type, Key-
word answers were rated significantly lower (M = 4.95, CI [4.56,
5.35]) when compared to other response types. Similarly, for the
Minimal answer structure, Binary responses received the lowest
rating (M = 4.38, CI [3.79, 4.97]) when compared to Open and Value
response types. While not significant, Full Sentence answers consis-
tently received higher ratings across all response types, suggesting
a potentially higher perceived quality.
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(a) (b)

(c) (d)

Figure 1: Study 1 mean UEQ+ ratings with 95% confidence intervals: Quality (a), Behaviour (b), Comprehensibility (c), and
Efficiency (d). Ratings are compared by the response types (Open, Range, Binary, Value) and answer structures (within each
group of three bars from left to right - Minimal, Keyword, Full Sentence) explored in the study.

Behaviour. In examining the answer Behaviour (a mean compos-
ite of naturalness and likability), a similar pattern for Full Sentence
was evident. Regardless the response type, Full Sentence always
yielded the highest ranking; significant differences between Full
Sentence and the other answer structures within each response
type were found for all except Value. Moreover, the means for Full
Sentence did not vary across the four response types. This was
consistent with both other two answer structure types (i.e., the
Behaviour ratings were not influenced by Response Type). Thus, to
further explore, we created mean scores for each answer structure
type. As anticipated, the Full Sentence structure yielded the highest
mean (M = 6.19, CI [5.99, 6.41]) while Minimum Sentence (M = 5.28,
CI [4.97, 5.59]) and Keyword (M = 5.57, CI [5.32, 5.80]) did not vary.

Comprehensibility. In terms of answer Comprehensibility (amean
composite of simplicity and ambiguity), only one answer structure
effect was found across response types. For the Range response
type, Full Sentence and Keyword answer structures were seen as

equally comprehensible while Minimal was seen as the least com-
prehensible (M = 5.06, CI [4.56, 5.56]). For other response types,
the answer structure did not affect the level of comprehensibility.
Noticeably, using a Minimal answer structure for both Range (M =
5.06, CI [4.56, 5.56]) and Binary (M = 5.23, CI [4.67, 5.79]) response
types was seen as significantly less comprehensible than if used for
Open and Value.

The level of Cronbach’s 𝛼 for Comprehensibility was 0.66. As
such we separated the semantic differentials used and further ex-
plored complicated - simple and ambiguous - unambiguous sepa-
rately; see Figure 2a. Significant differences across the semantic
differentials are present for the Minimal answer structure in the
Binary response type. More specifically, the Minimal answer was
rated as being highly simple but is significantly different when
compared to ambiguity, suggesting the response is simple yet am-
biguous.
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(a)

(b)

Figure 2: Study 1 mean UEQ+ ratings with 95% confidence intervals for a) Comprehensibility - separated by simplicity and
ambiguity; and b) Efficiency - separated by speed and efficiency. Ratings are compared across the response types (Open, Range,
Binary, Value) and answer structures (within each group of three bars from left to right - Minimal, Keyword, Full Sentence)
explored in the study.

Efficiency. For answer Efficiency (a mean composite of efficient
and fast), no differences were found.

However, the level of Cronbach’s 𝛼 for Efficiency was 0.65. As
such we separated the semantic differentials used and further ex-
plored slow - fast and inefficient - efficient separately; see Figure 2b.
Full Sentence answers were rated as significantly more efficient
than they were fast for the Range, Binary, and Value response types.
This suggests that while an answer does not have the fastest mean
response times, as is the case with Full Sentence, they are still
viewed as efficient by participants.

Interestingly, we realized that the sentence structure did not
affect the perceived speed. VA’s answers using Full Sentence, Key-
word, andMinimal structures were perceived equally fast regardless
of the actual response time (see Table 1 for mean response times).

4.3.2 Preference and Attitudes Towards Voice Assistants. Partici-
pants generally favored the Full Sentence answer structure; see

Figure 3a. If Full Sentence answers were not preferred, then Min-
imal was often the preferred answer structure. This preference
pattern suggests that participants prioritize responses that exhibit
human structuring of answers. Notably, while participants demon-
strated clear preferences for the Full Sentence answer structure
throughout, only Range and Binary saw the majority of partici-
pants chose Full Sentence as their preferred answer structure. This
is likely due to a need for additional context and clarity within these
response types. In contrast, Value and Open response types allow
for implicit interpretation and internal verification given an answer
(i.e., if asking what workouts a person took 2000 steps within, cy-
cling is an obvious wrong answer). This internal verification leads
participants to perceive a slightly lesser need for Full Sentence
responses; instead, favoring greater flexibility and brevity in the
answer structure.
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(a) (b)

Figure 3: Participant’s preference of answer structure (within each stacked bar from bottom to top - Minimal, Keyword, Full
Sentence) for each response type (a). Participant’s perceptions of voice assistants (within each group of two bars from left to
right - VAs for general use and for personal health data queries (b).

Participants perceived voice assistants for personal health data
exploration and general use similarly, indicating a consistent per-
ception across these question domains; see Figure 3b. Interestingly,
participants rated highly that a VA both was viewed as a technical
system and should prioritize efficiency. Attributes related to hu-
man likeness and social interaction were not as strongly desired,
with a VA social companion being even less preferred than human
likeness. This suggests that participants value technical capabilities
and efficiency in VAs, and may not necessarily expect or desire
human-like or social qualities (e.g., as a trainer or coach).

4.3.3 Open Feedback. Across 18 unique comments, the open feed-
back provided by participants revealed three main topics. Firstly,
two participants expressed a newfound interest in utilizing voice as-
sistants for personal health data exploration. Second, regarding the
study procedures, comments were generally positive, with seven
participants expressing enjoyment and satisfaction. However, one
participant suggested a need for a slower speed during interactions
with the voice assistant. Additionally, two participants suggested
the use of a different voice, specifically male, during interactions;
no other interactive comments, such as recognition issues were
mentioned. Finally, in terms of preferences, participants interest-
ingly expressed diverse and opposing opinions. Two participants
suggested favoring concise and clear responses, while another fur-
ther mentioned they found human-like responses to be unsettling.
Conversely, three participants preferred longer answers, particu-
larly to confirm that the voice assistant understood their questions
and attributing human-like qualities to these responses.

5 STUDY 2 - INSIGHT CATEGORIES
In our second study, we focus on insight categories of personal
health data questions rather than broader response types. Notably,
a question asked within a personal health data insight category can
result in most response types, depending how the question is asked.
Given the very few differences in UEQ+ scores between answer

structures in both Value and Open responses in Study 1, we extend
Study 1 by choosing to study Value responses in Study 2. This
decision was driven by the versatility of Value responses, which are
applicable across all insight categories, whereas Open responses
are not. This study then offers a more nuanced understanding of
user preferences in voice assistant answers for personal health data
questions.

5.1 Questions
The prompted questions were chosen to represent known per-
sonal health insight categories [2, 9, 10, 24, 38]. These categories
include: 1) Contextual, provides context to gain insight; 2) Pre-
emptive and Proactive, provides insight into a future action; 3)
Goal and Performance, derived from user goals and performance
metrics; 4) Combination and Comparison, derived from com-
bining/comparing data sources, time periods, and/or activities; 5)
Historical and Trend, provides insight into past data; and 6) Cur-
rent Status, derived from a current measured value. As the coded
insight categories are not attached to the public dataset, we suc-
cessfully reached out to Rey et al. [38] to ask for their coding as
reported in their work. Subsequently, when choosing questions, we
first opted for questions that were categorized into a single insight
category. However, we note that some insight categories overlap
with the Historical and Trend category.

Answers took an average of 1.8, 3.0, and 4.0 seconds for Minimal,
Keyword, and Full Sentence answer structures respectively. As
per our study goal, all answers invoked a Value response type. All
questions and answers used within this study can be seen in Table 2.

5.2 Participants
Of the 52 participants who took part, three participants were re-
moved for not passing our attention checks. Of the 49 participants
whose data we used for analysis their ages ranged from 18 to 67
years old (M = 34.5, SD = 11.2; 30 Females, 19 Males). Furthermore,
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Table 2: Questions and answers used in Study 2. The forward slash denotes the separation between the choice of heart rate or
step count topics, one of which was chosen by the participant for use throughout the study.

Insight Expected Question Minimal Keyword Full SentenceCategory

68 beats per Current heart rate, 68 beats per Your heart rate is currently at 68 beats perCurrent What is my current heart rate? / What is minute / 7,350 minute / Current step count, minute / Your step count is currently at 7,350Status my current step count? steps 7,350 steps steps

What was my average daily heart rate last 78 beats per Average daily heart rate, 78 Your daily average heart rate last week was 78Historical and week? / What was my average daily step minute / 10,270 beats per minute / Average beats per minute / Your daily average step countTrend count last week? steps daily step count, 10,270 steps last week was 10,270 steps

Combination Is my heart rate different from my Higher than Current heart rate, higher than Your current heart rate is higher than your
and average? / Is my step count different from average / Higher average / Current step count, average heart rate / Your current step count is
Comparison my average? than average higher than average higher than your average step count

Which day of the week is my heart rateGoal and Saturdays / Highest heart rate, Saturdays / Your heart rate is the highest on Saturdays /the highest? / Which day of the week isPerformance Saturdays Most steps taken, Saturdays Your step count is the highest on Saturdaysmy step count the highest?

Is my heart rate lower in the morning,
afternoon, or evening? / Is my step count Evening / Lowest heart rate, evening / Your heart rate is the lowest in the evening /Contextual lower in the morning, afternoon, or Afternoon Lowest step count, afternoon Your step count is the lowest in the afternoon
evening?

To reach your resting heart rate, you shouldHow long should I control my breathing To reach your resting heart rate,Preemptive Two minutes / 2.5 control your breathing for two minutes / Toto get to my resting heart rate? / How far two minutes / To reach 10,000and Proactive kilometres reach 10,000 steps, you should walk a distanceshould I walk to get to 10,000 steps? steps, 2.5 kilometres of 2.5 kilometres

Mean and Standard Deviation of M=1.6, SD=0.4 / M=2.7, SD=0.4 / M=3.2, SD=0.7 M=3.6, SD=0.8 / M=4.3, SD=1.0Response Times (seconds): M=1.9, SD=0.7

31 participants self-identified as White, 13 as Black/African, one
as Hispanic, one as Asian, two as Multiracial, and one as Middle
Eastern. Twenty-eight (28) participants indicated they use Google’s
Assistant, 23 use Apple’s Siri, 26 use Amazon’s Alexa, five use
Samsung’s Bixby, and four use Microsoft’s Cortana. Twenty (20)
participants stated using a voice assistant more than once per day,
five once per day, 16 a few times a week, three once a week, and five
less than once per week. Participants had been collecting personal
health data for an average of 51.5 months (SD = 34.2 months). On
average, Study 2 took 24.9 minutes to complete (SD = 9.4 minutes).
Ten (10) participants chose heart rate while 39 chose step count as
their data type to explore.

5.3 Results
5.3.1 Quality, Behaviour, Comprehensibility, Efficiency. Mean par-
ticipant ratings with 95% confidence intervals for answer quality,
behaviour, comprehensibility, and efficiency are shown in Figure 4.

Quality. Within insight categories, no significant differences
in perceived quality are seen for Minimal and Keyword answer
structures. However, Full Sentence shows a significantly higher
mean Quality for Contextual (M = 6.15, CI [5.91, 6.38]) and Goal
Performance (M = 6.31, CI [6.11, 6.5]) insight categories compared
to other answer structures. As well, Full Sentence (M = 5.94, CI
[5.7, 6.18]) shows a significantly higher quality than Minimal (M
= 5.15, CI [4.81, 5.5]) in the Combination and Comparison insight
category. Notably, across insight categories, there are no significant
differences for each of the individual answer structures, suggesting
that the insight category does not change perceived Quality of an
answer structure.

Behaviour. In parallel to Study 1, we once again noticed a gen-
eral trend wherein Full Sentence resulted in the highest scores for
Behaviour (naturalness and likability). However, Minimal Sentence
and Keyword, which generally scored lower than Full Sentence, did
not vary from one another.

Comprehensibility. The level of Cronbach’s 𝛼 for Comprehensi-
bility was 0.49. Thus, we investigated the semantics (complicated -
simple and ambiguous - unambiguous) independently; see Figure 5.
Noticeably, as in Study 1, it is the Minimal answer structure which
provides significant differences comparing across the two seman-
tics in the Contextual, Goal and Performance, Combination and
Comparison, as well as Historical and Trend insight categories.
Each time the answer is rated as significantly more simple while
being ambiguous.

Efficiency. For Efficiency (a mean composite of “efficient" and
“fast") no differences were found. The answer structure did not
influence the levels of perceived efficiency. No other effects were
found.

5.3.2 Preference and Attitudes Towards Voice Assistants. As with
Study 1, we again see the Full Sentence answer structure as being
the preferred majority for the remaining insight categories; see
Figure 6a. Only for the Current Status insight category is this less
pronounced. As complexity in the question increases, from that
of a Current Status question, Full Sentence seems to be preferred
mainly for its Quality and Behaviour. Finally, perceptions of VAs
across both studies were comparable; see Figure 6b

5.3.3 Open Feedback. Across 19 unique comments the same three
topics arose from Study 1. First, three participants expressed an
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(a) (b)

(c) (d)

Figure 4: Study 2 mean UEQ+ ratings with 95% confidence intervals: Quality (a), Behaviour (b), Comprehensibility (c), and
Efficiency (d). Ratings are compared by the insight categories (Contextual, Preemptive and Proactive, Goal and Performance,
Combination and Comparison, Historical and Trend, and Current Status) and answer structures (within each group of three
bars from left to right - Minimal, Keyword, Full Sentence) explored in the study.

interest in using a VA for personal health data exploration. How-
ever, two participants shared that they prefer to perform visual
data analysis. These comments are important; our aim is not to
replace visual data analysis. Instead, our work aims to diversify
approaches to explore personal health data. Second, nine study
procedure comments highlighted that the study went well. One
participant mentioned the VA could slow down its answers while
only three participants expressed the VAwas sensitivewhich caused
some interpretation issues throughout (sensitivity was expressed
as being due to background noise, a learned accent, and an illness
influencing speech). Finally, only one participant commented that
they preferred concise and clear answers so as minimize the time
taken for the interaction.

6 DISCUSSION
6.1 Implications for the Design of VA

Interactions for Personal Health Data
Queries

6.1.1 Comparisons with General VA Interactions. Our results indi-
cated that users preferred Full Sentence answers for their personal
health data queries. This runs counter to prior work, which has sug-
gested that Minimal and Keyword responses are ranked positively,
and sometimes preferred, for common VA tasks (i.e., knowledge
queries, home automation, reminders, calendar queries) [20]. We
believe this discrepancy arises due to the brevity of Minimal and
Keyword responses which fall short in conveying the level of com-
prehension required for many personal health data queries. For
example, if a person asks "What is on my calendar tomorrow?", the
VA could respond using a Minimal answer structure, stating "Lunch
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Figure 5: Study 2 mean UEQ+ ratings with 95% confidence intervals for Comprehensibility - separated by simplicity and
ambiguity. Ratings are compared across the insight categories and answer structures (within each group of three bars from left
to right - Minimal, Keyword, Full Sentence) explored in the study.

(a) (b)

Figure 6: Participant’s preference of answer structure (within each stacked bar from bottom to top - Minimal, Keyword, Full
Sentence) for each insight category (a). Participant’s perceptions of voice assistants (within each group of two bars from left to
right - VAs for general use and for personal health data queries (b).

with Tyler, 1PM. Games with Danica, 7PM." The content in the an-
swer itself provides a connotation of calendar events and does not
produce an answer that is ambiguous. In contrast, if a person asks
"What is my average daily step count in the last week?" Providing a
Minimal answer, such as "10,320 steps", does little to convey that the
question was properly understood. Many other possibilities exist
for a similar answer (e.g., average daily step count in the last month
or current step count.) Such ambiguity has been previously noted
as a barrier in using personal health data for clinical purposes [45],
and now appears to be a common barrier for end-users exploring
their own personal health data.

Our findings highlight the importance of tailoring answer struc-
tures to specific questions, both general and health-related. Fur-
thermore, contextual information plays a key role in VA personal
health data exploration, where users comprehend the information

provided holistically, rather than focusing solely on single numer-
ical or categorical values. As such, design considerations for VA
personal health data interactions should prioritize confirmation
and inclusion of key aspects of the data.

6.1.2 Efficient Full Sentence Answers. Despite being longer with
respect to response time, Full Sentences were perceived as equally
efficient as Minimal and Keyword answers. We contemplate several
reasons for this observation. First, contextual information provided
within a Full Sentence may contribute to a more comprehensive
understanding of the answer, thereby reducing the need for follow-
up questions or clarification. This can ultimately enhance efficiency,
even if individual responses take longer. Second, the context in
which the answer is given may influence its perceived efficiency.
In distracting environments, concise responses may be preferred,
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while in quieter settings, more detailed answers may be deemed
appropriate. Thus, the threshold of an efficient answer may vary
depending on the situational context, allowing for flexibility in
response length without compromising perceived efficiency.

Not only do our findings indicate that Full Sentence is perceived
to be efficient, but they suggest that there may be room to aug-
ment Full Sentence answer content without sacrificing perceived
efficiency. This is due to the fact that we observed that participants
feel Full Sentence answers were equally as fast as Keyword and
Minimal answers. Looking ahead, leveraging the capabilities of Full
Sentence answers could allow for serendipitous information, akin
to visual data exploration. For example, if a person asks "What is
my average daily step count in the last week?", the VA could pro-
vide a Full Sentence answer stating, "Your average daily step count
in the last week is 10,320 steps. This is higher than the previous
week, keep it up!" Moreover, future investigations could aim to
enhance the depth of information conveyed, the number of data
points included, and/or the influence of certain answers to enrich
user interactions with VAs. For example, if a person asks "Is my
heart rate lower in the morning, afternoon, or evening", the VA
could respond with "Your heart rate is the lowest in the evening,
and is roughly 15 beats per minute lower than other times of day."
Each of these areas of exploration should explore the context in
which VA interactions take place (i.e., at home or while on a walk).
Future work in these areas can build from the results found in our
work while then aiming to provide more comprehensive guidelines
for personal health data questions and answers, allowing for VA
interactions that suit people’s needs and preferences and could
provide greater influence.

6.2 Human Emulation and Unwavering
Perceptions

Our results highlighted unwavering and confident perceptions
within both of our studies for the use of VAs for personal health
data question and answering. This can be seen in the highly similar
responses captured in our VA perception survey questions (see
Figure 3b and Figure 6b, and follow the results of previous work
exploring general VA use [20]. As seen from this reported data,
striking a balance between technicality and efficiency, while pro-
viding answers that emulate full sentences (and therefore human
likeness) is key. Importantly, however, we must be cognizant that
VA interactions should remain to invoke as little social interaction
as possible (e.g., the VA should not emulate a fitness coach). Notably,
VA responses which emulate human behaviour, in part conveyed
through Minimal and preferred Full Sentence answer structures,
have been shown to raise people’s expectations of the VA [26].
While expectation and capability may be a concern in the earlier
life cycles of VAs, rapid improvements to VA performance will
likely mitigate these concerns over time. Of more interest, is that
human-like responses can lead to incorrect and inappropriate use
of a VA [40]. Furthermore, trust and privacy become concerns when
the VA is seen as increasingly human-like [8, 27], a concern that is
amplified with respect to personal data [44, 47] over that of general
knowledge (e.g., the weather or population of the USA). Therefore,
we encourage designers of VA technologies to pay close attention
to the balance required to accommodate these preferences.

6.3 Comparisons With Commercial Personal
Health Data Question and Answering

To better situate our work we explore current capabilities with
respect to VA personal health data question and answering. To
our knowledge, Apple’s Siri is the only commercial VA which can
answer some personal health data questions. Other commercial
VAs often recognize key words and provide a prompt to open a
respective health app. As such, we asked Siri a range of personal
health data questions. As functionality is still limited (i.e., Siri can
not answer many of the questions within our study), we explored
questions, and slight variations of questions promoted by Apple3;
see Table 3.

Notably, this is a new feature (as of December 2023) that only
works with iPhones and iPads running iOS and iPadOS greater than
17.2 and Apple Watch Series 9 and Ultra 2 running watchOS greater
than 10.2. The use of Siri for the exploration of personal health data
is coupled with a display, rather than through a standalone device
(e.g., in a standalone smart speaker and as seen in our study). As
such, we provide this information for discussion purposes only.

Our study findings reveal preferred differences compared to how
Siri answers questions. While Siri predominantly uses Minimal
vocal responses and Keyword information displayed on screen, our
studies highlight a preference for Full Sentence answers. Notably,
Siri rarely employs Full Sentences, except for activity ring data,
where multiple data points are conveyed, and when there are con-
textual deviations from the question (see Table 3, "What’s my heart
rate?" - heart rate data was not current and Siri responded with
the last sample recorded). This divergence from our study findings
in VA practice highlights varied strategies in voice assistant de-
sign, with Siri prioritizing brevity and visual support. However, the
presence or use of a screen may not always be optimal (as in the
example shared in the Introduction where the focus should remain
on the hiking environment). Such insight and discussion sheds light
on the diverse approaches that can be adopted by voice assistants in
managing personal health data and more importantly underscores
the importance of understanding user preferences, expectations,
and contexts.

6.4 UEQ+ Semantic Differentials
In our study, despite using an adapted version of the the UEQ+
survey to measure VA user experience [21], we observed conflicting
semantic differentials for Efficiency and Comprehensibility. The
lack of correlation found suggests that the semantic differentials
may not be effectively capturing the same intended user experience
factor. While it can be argued that two items do not need to directly
relate to provide aworthwhile assessment, as we do in this work, the
divergent performance of these factors raises some concerns. For
example, a response may be both simple and ambiguous, resulting
in a lower overall comprehensibility. However, it is better to isolate
factors that measure the same element of user experience for a
more comprehensive and nuanced understanding. Our findings
highlight the need for future work to refine the UEQ+ scale for
VA interactions, aligning semantic differentials more closely with
user experiences. Specifically, better assessing combinations of the
3https://www.apple.com/newsroom/2023/12/siri-can-now-help-users-access-and-
log-their-health-app-data/

https://www.apple.com/newsroom/2023/12/siri-can-now-help-users-access-and-log-their-health-app-data/
https://www.apple.com/newsroom/2023/12/siri-can-now-help-users-access-and-log-their-health-app-data/
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Table 3: Recorded personal health data question and answers using Siri on an iPhone 14 Pro running iOS 17.3.

Supplementary InformationQuestion Vocal Response Displayed

StepsWhat is my current step count? [Step Count] steps Today

Heart RateWhat’s my heart rate? As of February 2, 2024 11:48 AM, it was 77 BPM [Month] [Day] [Year] [Time]

Walking + Running DistanceHow far did I walk yesterday? [Distance] km Yesterday

[Distance] km Daily Average
Walking + Running DistanceHow far have I walked this week? [Distance] km [Month] [Day] - [Month] [Day]
[Year]

You’ve burned [Current Calorie Burn] out of your Move RingWhat is my move ring at? [Calorie Burn Goal] calorie goal Today [Time]

semantic differentials while also exploring the potential for new
overall user experience factors could enhance the scale’s utility and
effectiveness.

6.5 Limitations
Our study has three main limitations. First, its online nature re-
stricts the generalizability of findings to real-world VA interactions,
which can be potentially influenced by contextual factors and day-
to-day use. Such examples include asking a personal health data
question during a walk or conversely while sitting at home relax-
ing. Thus, future research should extend our findings through in
lab and real-world settings for enhanced validity and reliability.
Second, our participant pool consisted of individuals familiar with
VAs and personal health data (i.e., potential sampling bias) While
we are confident that focusing initially on this demographic pro-
vides insights into general results, we acknowledge it may not fully
represent the broader population for whom VAs could be used. To
address this, future research could include participants with vary-
ing levels of VA familiarity and increasingly diverse demographic
backgrounds (e.g., older adults). Third, while Study 2 focused on
insight categories, only Value-based responses were utilized. While
this aligned with the study’s goal, it does leave other combinations
of insight category and response type to still be evaluated which
in turn could provide increasingly fine-tuned guidelines for VA
answers. Furthermore, while our study offered heart rate and step
count as data types of choice throughout each study, to engage
participants within the study, we recognize that questions pertain-
ing to specific data types could result in different desired answers
structures. Future work could perform a comparative study across
the many data types captured within one’s personal health data.
Our studies offer initial insights into answer structures for VA in-
teractions involving personal health data questions. By exploring
diverse response types and insight categories, notably applicable to
any data type, we lay the groundwork for designing and developing
VA interactions involving personal health data.

7 CONCLUSION
Through the use of a custom-built browser-based pseudo-voice
assistant (VA), our work investigates differing answer structures in

response to personal health data queries. Two user studies involving
a total of 82 participants were conducted, during which participants
interacted with our VA, posing questions and ranking their experi-
ences and preferences of three distinct answer structures: minimal,
keyword, and full sentence. We provide empirical findings that
reveal a notable preference for full sentence answers, which con-
sistently demonstrated higher quality, behavior, comprehensibility,
and efficiency across various response types (Open, Range, Binary,
and Value) and personal health insight categories (Contextual, Pre-
emptive and Proactive, Goal and Performance, Combination and
Comparison, Historical and Trend, and Current Status). These re-
sults come at a contrast to previous work which explore answer
structures for general VA use. Our results suggest that full sentence
answers offer less ambiguity, and despite their longer response time,
full sentence answers were perceived as equally efficient. Along
with other findings, such as a desire for VAs to be efficient and tech-
nical rather than social entities (e.g., as a fitness coach), we provide
design implications in line with these results that offer insight into
future VA systems handling personal health data queries.
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